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ABSTRACT
In machine learning, “Human-in-the-Loop” alludes to algorithms
that incorporate human interaction in the learning process to either
improve algorithm performance or to complement the information
provided by the data. The most recent research on text classifica-
tion focus on human annotation at the instance level. Our work
describes a simple and effective approach to incorporate human
annotated text highlights as rationale’s to their instance level anno-
tations as a form of auxiliary human feedback that can significantly
complement data during training. This process can be seen as a
supervised attention mechanism coupled with an active learning
process. Specifically, we add a light-weight attention mechanism to
our feed-forward neural network classifier that is computationally
inexpensive. This design is simple and especially appropriate for
active learning models that require regular retraining. Experiments
on several publicly available datasets empirically show that our
model outperforms other baseline approaches by a significant mar-
gin. We also show experiments on an insurance domain dataset
where we achieve better classification performance given the same
or smaller labeling budget.

ACM Reference Format:
Teja Kanchinadam, Keith Westpfahl, Qian You, Glenn Fung. 2020. Rationale-
based Human-in-the-Loop via Supervised Attention. In Proceedings of KDD
2020 (DaSH@KDD). ACM, New York, NY, USA, 7 pages.

1 INTRODUCTION
There has been renewed research interest in minimizing the amount
of human feedback needed to train machine learning models. Given
the high cost of acquiring so many labeled data, an increasing body
of research has been exploring and adapting human-in-the-loop
approaches within the context of the latest advancements in ma-
chine learning and deep learning. For instance, the active learning
community has been exploring variant forms of annotators’ feed-
back to optimize the human-in-the-loop learning process, therefore
improving the underlying model performance. Particularly, there
have been a few efforts [18, 21, 28] in which the human’s highlights
(i.e. rationale) in the text are captured as additional information
to the bag-of-words features to enhance text classifiers. However,
little work has been done to exploit human highlights as a highly
informative form of supervision for active learning framework.

More recently, the creation and applications of attention mecha-
nisms [1, 14, 23, 26] have not only led to breakthrough performances
of deep learning models; they have also opened up opportunities
for narrowing the gap between machine learning processes and
human cognition.
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In this work, we propose two novel effective human-in-the-loop
algorithms for text classification: rationale-based active learning via
supervised attention (RALSA) and rationale-based active learning
via linear model (RALM). In addition to the instance level labels,
RALSA and RALM incorporate text rationale’s, or explanations,
into the traditional active learning to make the process more ef-
ficient. See Figure 1 for our proposed human in the loop active
learning process. Our main focus is to explore the interaction be-
tween human-provided rationale and supervised attention in an
active learning setting. We are aware that active learning is a vast
area and a more detailed exploration of the synergy between ra-
tionale and more complex active learning algorithms and query
strategies is left for future work.

RALM uses combined embedding representations of both doc-
ument and rationale, then trains a linear model. RALSA uses a
simple light-weight attention mechanism coupled to a shallow neu-
ral network classifier that is computationally efficient, hence it
is appropriate for the active learning paradigm that retrains the
underlying model often.

We rigorously tested RALM and RALSA on open source datasets
and one insurance domain data set. In order to run those experi-
ments, we use Mechanical Turk and internal labeling tool to curate
three new text classification datasets with ground truth and an-
notated rationale. We also evaluated RALM and RALSA against
their counterparts which do not use rationale information. The
results have shown the rationale-based active learning, especially
coupled with supervised attention can outperform their counter-
parts by a big margin. In summary our work provides the following

Figure 1: Proposed Human-in-the-loop Rationale-based ac-
tive learning approach

contributions:
(1) Both the linear convex combination approach in RALM and the

light-weighted attention mechanism in RALSA are novel ways
to incorporate human highlight/rationale as a form of auxiliary
human feedback into an underlying machine learning model.
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(2) Incorporating human in the loop rationale especially in the
form of supervised attention in active learning results in faster
convergence of classifiers. At the same time, our proposed su-
pervised attention model is computationally efficient and only
requires little extra effort from annotators, which make this
human-in-the-loop process simple and budget aware.

(3) We have created three new rationale-annotated labeled datasets
that will be shared with the research community (there were
very few in existence prior to this work)

We also qualitatively inspected a few machine generated rationale’s
from learnt attention weights, and then compared generated ratio-
nale to the human rationale. We found that the machine generated
rationale are both syntactically and semantically similar to human
annotator ones.

2 RELATEDWORK
2.1 Active Learning
Active learning aims to develop label-efficient algorithms by sam-
pling the most representative queries to be labeled by an oracle,
which usually is a human annotator. Many sampling strategies
have been developed over the past decades [3, 7, 16, 17, 24]. The
most effective and commonly used pool-based active learning is
probably uncertainty sampling [5, 20, 30]. Recently developed deep
active learning also research on how to adapt new model architec-
tures to uncertainty sampling [8, 22, 27]. Although deep models
can out-perform classic uncertainty sampling, they are usually
computationally inefficient.

2.2 Rationale-based Active Learning
Adding human annotated rationale’s proves to be effective in im-
proving a number of NLP tasks including text classification [29]
and question and answers [12]. It is natural for the human in the
loop active learning process to exploit and leverage the human
annotation at the same time when the labeling oracle is provided.
Few researchers [21, 28] in the active learning community explored
the effectiveness of using human annotated highlights i.e. rationale.
However, they only adopted preliminary feature representations to
model rationale and use those representations to enhance the clas-
sification feature space. The result is interactions between rationale
and the original machine learning task are not fully exploited.

2.3 Rationale and Attention
The proposal and dissemination of the standard attention mech-
anism [1, 14, 23, 26] have led to some of the most successful and
recently-proposed language models [6, 19]. Attention, in its first
introduction in [1], is a context vector which enables the models to
attend to certain hidden states in the model decoding phase. And
the attention mechanism is a standalone module and can be cou-
pled with simple sequence to sequence models [14, 26], or complex
encoder-decoder architectures [23].

Lately, various researchers explored different forms and structure
of attention formulation to model attention that mimics human
rationale’s i.e. an interpretation for the machine learning class
[2, 10, 13]. More sophisticated neural models are proposed to incor-
porate human rationale into models via attentions [12, 29]. Among

them, [29] is the closest to the research in this paper. It uses human
annotation as "supervision" to augment a CNN document classifier
by minimizing the categorical cross entropy between model atten-
tion and human rationale. However, it trains in two steps which
will probably violate the latency required by human in the loop
process such as active learning. [12] generates answers and sup-
porting evidence from a clinical trial report, given a prompt i.e.
which medical treatments work. Although this paper developed
multiple variants of attention to leverage prompts (i.e. manually
created question) and evidence (i.e. manually created text span),
their data curation process is expensive and extensive. Therefore, it
is unclear if their modeling approach can be adapted to the budget
constrained active learning settings.

As far as we know, we are the first active learning paper which
uses attention as the form to model human rationale as supervision
to the underlying text classification model. In our human-in-the-
loop process, the supervised attention can use human annotators’
rationale to update the model in near real time.

3 METHODOLOGY
3.1 Active Learning
The typical setup for pool-based active learning for classification
is as follows: a pool of unlabeled examplesU, a pool L of labeled
example-label pairs (𝑥,𝑦𝑥 ), an oracle - usually a human annotator
that can supply the label of any 𝑥 ∈ U, and a query strategy that
selects which example 𝑥∗ ∈ U the oracle should label such that
L∗ = L ∪ {(𝑥∗, 𝑦𝑥∗ )} yields the maximum information gain versus
L. Uncertainty Sampling is an effective and widely used query
strategy. It captures the classifier’s (𝜃 ) uncertainty about the class
of 𝑥 , and can be given as: 𝑥∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥 ∈U (𝜇 (𝑥)), where 𝜇 (𝑥) can
be defined as the Shannon Entropy in a classification setting as
𝜇 (𝑥) = −∑𝑐∈C 𝑝𝑐 (𝑥) log 𝑝𝑐 (𝑥), where (𝐶) are our possible classes,
and 𝑝𝑐 (𝑥) is the probability that our classifier assigns to 𝑥 having
class 𝑐 .

3.2 Rationale-based Active Learning
We base our discussion of rationale-based active learning in the
context of text classification. The human annotators are asked to
not only label the sample but also to highlight the rationale 𝑟𝑥∗ for
documents 𝑥∗ behind their decisions. Algorithm 1 below is a simple
setting of rationale based active learning.
Algorithm 1 Rationale-based Active Learning

1: input:U - unlabeled documents, L - labeled documents, 𝜃 -
underlying classification model

2: while |U| > 0 or budget not reached do
3: 𝑥∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥 ∈U (𝜇 (𝑥))
4: request label and rationale
5: L ← L ∪ {(𝑥∗, 𝑦𝑥∗ , 𝑟𝑥∗ )}
6: U ←U\{(𝑥∗)}
7: end while

Previously rationale-based active learning research [21, 28] showed
adding rationale’s can improve the classification performance. How-
ever most of them use word frequency representation (bag-of-
words). In contrast, our approach transforms both textual samples
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and human annotations into low-dimensional dense representation
which not only allow us to exploit the correlation between docu-
ments and human annotated sentences in one semantic space, but
also provide us the flexibility to leverage more advanced models
such as neural networks and attention.

3.3 Rationale-based Active Learning via Linear
Model

The underlying classification model 𝜃 discussed in the Algorithm 1
can be as simple as a linear classifier of the form: 𝜃 (𝑋 ) =𝑊 ′𝑋 −𝛾 ,
obtained by solving: min𝐿(𝜃 (𝑋 ), 𝑌 ) + 𝜈𝑅𝑒𝑔(𝑊 ), where 𝑥𝑖 is the
𝑖𝑡ℎ row of a matrix 𝑋 ∈ 𝑅𝑚×𝑛 containing𝑚 number of samples, 𝑛
is the feature dimension; 𝑥𝑖 ∈ 𝑅𝑛 is a vectorial representation or
embedding for the ith sample; 𝜈 is a regularization parameter; 𝑌 is
a vector of labels/classes and is +1 and −1 respectively; 𝑅𝑒𝑔(𝑊 ) is
a regularization term on𝑊 .

The vectorial representation or embedding at the sentence, text
or document for a given sample 𝑑𝑖 is given by :

𝑥𝑖 = 𝜑𝜗 (𝑑𝑖 ) (1)

where 𝜑𝜗 can be any model which can map the input to a fixed
length vectorial representation. Throughout this work, we use pre-
trained transformer based Universal Sentence Encoder described
in [4] to map input to vector representation.

Since we have rationale 𝑟𝑖 𝑗 for every rational sentence 𝑗 in docu-
ment 𝑖 , we enrich the representation of input as follows:

𝑥
𝑓

𝑖
= 𝜆 ∗ 𝑥𝑖 + (1 − 𝜆) ∗

∑
𝑗

𝑟𝑖 𝑗 (2)

where 𝜆 is a parameter in the range [0, 1]; 𝑗 denotes the number
of rationale; 𝑟𝑖 𝑗 and 𝑥𝑖 can be obtained from Equation 1 and the
resulting 𝑥 𝑓

𝑖
are the enriched features used only for training. Note

that since 𝜃 is linear we have that:

𝜃 (𝑥 𝑓
𝑖
) = 𝜆 ∗ 𝜃 (𝑥𝑖 ) + (1 − 𝜆) ∗

∑
𝑗

𝜃 (𝑟𝑖 𝑗 ) (3)

This convex combination aims to blend the entire instance represen-
tation with the rationale representation encoded on the parameters
of the model. The ”optimal” value of 𝜆 depends on the specific prob-
lem and it’s a parameter to be learned by tuning during training.

It is important to note that since there can be multiple rationale’s
for a single document, we average over their representations before
the enrichment. Also, the document representation 𝑥𝑖 obtained
from Equation 1 is an average of sentence vectors. During testing,
since we don’t have to access to rationale we only use 𝑥𝑖 .

3.4 Rationale-based Active Learning with
Supervised Attention

The underlying classification model 𝜃 discussed in Algorithm 1
can also be a neural network based model, and is given as: 𝜃𝑛 =

𝑓 (𝑋,𝑌, 𝑅), where, 𝑓 (.) refers to Rationale-based Supervised Atten-
tion model and we will discuss this model more in the following
sections; 𝑥𝑖 is a document with a sequence of sentences/words and
𝑥𝑖 ∈ [1, 𝑠] where 𝑠 is the maximum number of sentences/words,
now 𝑋 ∈ 𝑅𝑚×𝑠×𝑛 is a three dimensional tensor with𝑚 documents,
𝑠 sentences/words and 𝑛 is the embedding or vector representation
of each sentence/word; 𝑌 is a vector of labels/classes and is +1 and

−1; 𝑅 ∈ 𝑅𝑚×𝑠 is rationale for the corpus of𝑚 documents where 𝑟𝑖
is the rationale for document 𝑥𝑖 and 𝑟𝑖 ∈ [1, 𝑠] is a vector of 0’s and
1’s where 1 indicates that the sentence/word is a rationale and 0
otherwise.

Attention mechanism is designed in a way to enable the neural
network to magnify attention weights or "pay more attention" to
certain phrases or words than others.

3.4.1 Attention neural networks. We first design a simple attention
based neural network and later extend it to support for supervised
attention in next section. Inspired by the attention mechanism
proposed in [25], we design a simple attention based neural network
𝑓 (.) as follows:

Sigmoid Attention Layer: Assume that 𝑋 ∈ 𝑅𝑚×𝑠×𝑛 is an
input matrix where each sample is a sequence of 𝑠 sentences/words
represented in a 𝑛 dimensional vector. Let’s define:

𝑢 = 𝑡𝑎𝑛ℎ(𝑊𝑋 + 𝑏), 𝛼 =
1

1 + 𝑒𝑥𝑝−𝑢𝑇𝑢𝑠
, 𝑣 =

∑
𝑡

𝛼𝑋 (4)

where 𝑢𝑠 is a context vector and is learned during training. and 𝛼
are the attention weights, 𝑣 is the document vector. In contrast
to most of the attention mechanisms, we use a sigmoid function
instead of softmax. Because multiple (part of) sentences can be valid
rationale, and we do expect human annotators to highlight multiple
rationale’s of which they think are important. Therefore, we chose
sigmoid cause it allows for multiple selection in its structure in
contrast to softmax which only allows for a single selection.

Classification: The document vector 𝑣 is now a high level repre-
sentation of the document as it summarizes all of the input into one
fixed length representation, we further extend this representation
by adding a fully connected layer as follows:

ℎ = ReLU
(
𝑊𝑓 𝑣 + 𝑏 𝑓

)
, 𝑜 = Softmax (𝑊𝑠ℎ + 𝑏𝑠 ) ,L𝑡 = −

∑
𝑖

𝑝𝑖 log𝑜𝑖

(5)
ℎ are used as features for classification in the Softmax layer and L𝑡
is the cross entropy loss. , 𝑝𝑖 is the class label for 𝑖𝑡ℎ document and
𝑜𝑖 is the corresponding network prediction.

Figure 2: The architecture of Rationale-based Active Learn-
ing with Supervised Attention (RALSA).
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3.4.2 Supervised Attention. We now incorporate human annota-
tors’ rationale into our network and specifically, we want the net-
work to pay more attention towards the rationale 𝑅. Hence, we
enforce this via a loss function as follows:

L𝑎 = −
∑
𝑖

∑
𝑗

(𝑟𝑖 𝑗 log𝛼𝑖 𝑗 + (1 − 𝑟𝑖 𝑗 ) log(1 − 𝛼𝑖 𝑗 )) (6)

where 𝛼𝑖 𝑗 is the attention weight for the 𝑖𝑡ℎ document at 𝑗𝑡ℎ sen-
tence and similarly 𝑟𝑖 𝑗 is the rationale information (1 if sentence is
a rationale and 0 otherwise) for the 𝑖𝑡ℎ document at 𝑗𝑡ℎ sentence.

The total loss can now be formulated as a convex combination
of L𝑡 and L𝑎 and is as follows:

L = 𝜆L𝑡 + (1 − 𝜆)L𝑎 (7)

where 𝜆 is a value in the range [0, 1]
The architectural view of the proposed RALSA is shown in Figure

2. We also attempted to adapt uncertainty sampling by calculating
entropy of attention weights as part of uncertainty estimation.
However this newer version of uncertainty sampling did not yield
better results than the generic version.

4 EXPERIMENTS AND RESULTS
We use binary classification to evaluate the performance of our
algorithms by comparing the following methods: Linear model
(LM), Rationale-based Active Learning with Linear Model (RALM),
Attention Neural Network (AN) and Rationale-based Active Learn-
ing with Supervised Attention (RALSA). We incrementally build
complexity into our active learning experiments to evaluate the
performance improvement brought in by adding rationale’s and the
supervised attention.1 Note that some of the baseline approaches
don’t use rationale’s as supervision. Our intention with this work is
both to confirm that supervised attention can be used to accelerate
learning and propose an algorithm to do so in an active learning
setting.

4.1 Datasets
To simulate the active learning process, we curated four datasets
with different sample sizes, lengths and topics of content for bi-
nary text classification tasks. (see Table 1). Since we require all
documents to have ground truth labels as well as human annotated
rationale’s, we found IMDB small as the only available open source
data set [28] that meets these requirements. We have used Amazon
Mechanical Turk to curate another dataset with rationale’s. We
also developed an internal active learning labeling and annotation
tool, and recruited a human annotator for creating the rest of the
datasets.
IMDB small: This is an IMDB movie reviews dataset consisting
of 1000 positive reviews and 1000 negative reviews. These reviews
were labeled and annotated by human annotators and is best de-
scribed in this work
IMDB large: Inspired by the approach taken by [28], we have
sampled around 22,000 IMDB movie reviews to label (including
rationale’s) via Amazon Mechanical Turk.

1All the code and datasets are available here: https://github.com/tkanchin-amfam/
ALSupervisedAttention

TREC QA: This is a dataset for question classification consisting
of open-domain, fact-based questions divided into broad seman-
tic categories. We have selected the TREC-6 dataset and sampled
questions related to the categories entity and numerical. We have
sampled a subset of around 500 samples for labeling and annota-
tion/rationale using an internally developed labeling tool.
InsuranceClaims: This data set consists of 18,000 insurance claims
that needs to be categorized based on the cause of loss (reason of
the claim) events, e.g. vehicle collisions, vehicle theft, vehicle mal-
functions, property damages etc. We used rationale-based active
learning to train amodel that can predict the loss cause given a short
description of the claim. In order to obtain labels and rationale’s,
a team of product analysts labeled and highlighted the sentences
and phrases which indicate the (non)existence of certain loss cause
verbiage.

4.2 Experimental settings
4.2.1 Rational-based Active Learning with Linear Model. : Linear
Model: As defined in Section 3.3, we have used a least squares
support vector machines (LSSVM) as the underlying linear classifi-
cation model. For all the datasets, we have used transformer based
universal sentence encoder [4] to map input to a fixed length vector
representation. The value of 𝜆 for the RALM experiment and the
hyper-parameters for LSSVM model are chosen via a grid search
using a validation set.

Active Learning Process: We initialize the linear model with
2 randomly selected labeled examples to start the active learning
simulation. In each iteration, we include one example from the
unlabeled set to update the linear model until the unlabeled set
is completely exhausted. We also calculate the receiver-operating-
characteristic (ROC), or an AUC score of the model against a hold
out test set. Metrics are reported by averaging the results from
10 runs and for the simplicity of display, we have not reported
standard deviations.

4.2.2 Rational-based Active Learning with Supervised Attention.
Words-level and Sentence-level tokenization: To achieve a uni-
form tensor input format, we tokenized the dataset with short
documents into words and mapped them to a fixed length vec-
tor representation using universal sentence encoder [4]. For the
datasets with large documents, we have tokenized the documents
into sentences and mapped each sentence to a fixed vector represen-
tation. This transformation resulted in an input matrix𝑋 ∈ 𝑅𝑚×𝑠×𝑛
where 𝑠 refers to the number of words/sentences in a sample and 𝑛
is the length of the feature vector.

The datasets TREC QA and INSURANCE consists of short docu-
ments and we have selected the value of 𝑠 as 50 and 75 respectively
for these datasets. The datasets IMDB Large and IMDB Small are
long document and we have selected the value of 𝑠 as 80, 150 and
200 respectively. Documents are padded or truncated respectively
based on the value of s.

Neural Network Model: In all of the experiments we have
used a batch size of 64 and number of epochs as 100 for the neural
network, Attention dimension (𝑊 ) as 128 and learning rate is set to
𝛼 = 10−3. We used the Adam optimizer [11] with 𝛽1 set to 0.9 and 𝛽2
set to 0.999 and initialized the weights of the network with Xavier
initialization [9]. We have used model check-pointing to checkpoint

https://github.com/tkanchin-amfam/ALSupervisedAttention
https://github.com/tkanchin-amfam/ALSupervisedAttention
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Table 1: The details of the datasets used in the experiments. The column "Annotation" refers to both labeling and highlighting
words or phrases (rationale by a human annotator). Two of the IMDB datasets have all the samples annotated. For the remaining
datasets we have only selected a smaller subset of samples to annotate and to test our theory.

Dataset No. of Samples
(Annotated)

No. of Words
(avg)

No. of Sentences
(avg)

No. of Annotation
(avg)

Annotation tool

IMDB small 2000 (2000) 224 135 39 [28]
IMDB large 22000 (22000) 288 85 32 Mechanical Turk
Insurance Claims 18000 (800) 52 – 8 Internal tool
TREC QA 5000 (500) 26.74 – 4 Internal tool

the best model using a validation set. All the experiments were
conducted on a K80 GPU Amazon Web services instance.

Active Learning Process: We have started our active learning
simulation with 5% randomly selected labeled examples due to the
input requirements of a neural network. We set the budget size
to 2% i.e. at every iteration 2% of examples from unlabeled set are
added to the labeled set and the model is retrained. At each iteration,
we have calculated the receiver-operating-characteristic (ROC), or
a AUC score of the model against a hold out test set. Metrics are
reported by averaging the results from 10 runs and for the simplicity
of display, we have not reported standard deviations.

4.3 Results
4.3.1 Rational-based Active Learning with LinearModel. In Figure 3,
we evaluate whether RALM improves upon LM in both random and
uncertainty sampling.We have observed that in both IMDB datasets,
RALM with uncertainty sampling consistently outperforms other
methods. In the case of Insurance and TREC QA, RALM with un-
certainty sampling is comparable to its LM counterparts; we infer
that the reason RALM does not improve upon LM in these datasets
is due to the fact that the ratio between the total number of words
to rationale words is very high and adding in rationale information
via a convex combination in this case doesn’t help much.

4.3.2 Rational-based Active Learning with Supervised Attention. In
4.3.1, we have observed that the use of rationale can help with
the performance of active learning process. Therefore, we have
extended our ideas by adding rationale’s to a feed forward neu-
ral network for active learning. Specifically we compare a neural
network with an attention layer (AN) and the same neural net-
work with supervised attention (RALSA) from human rationale.
Figure 4, clearly shows RALSA outperforms AN across all four
datasets by a significant margin. This strongly suggests that the
active learning process converges faster if the neural network is
supplied with rationale via supervised attention. In addition, Figure
4 shows RALSA outperforms AN methods almost always from the
beginning, suggesting supervised attention can bootstrap the active
learning process with only few samples.

4.3.3 Rational-based Active Learning with Linear Model vs Super-
vised Attention. We also compare the performance of our rationale
based attention models (RALSA) with all other methods, and the
results are shown in Table 2. We only compare them with the un-
certainty sampling since it’s one of the most popular AL query
strategies and in most cases it outperforms random sampling. Note

that the literature on query strategies for AL is extensive and com-
paring to other more complex query strategies is out of scope for
this work. In Table 2, we report AUC at 5%, 10%, 20%, 50% and 90%
of the labeling budget. For both IMDB datasets, we can see that
RALSA outperforms all other methods at all percentages of the
labeling budget. We also observe that for the insurance dataset,
RALSA performs very well specially at lower percentages of la-
beled data. We have empirically observed, that the non-linearity
introduced by neural nets seems to help boost early performance,
therefore RALSA is consistently better than the other two linear
models.

In the case of TREC QA, linear model performs the best for active
learning. This can be due to the fact TREC QA data set is smaller
and the classification task is relatively simple. Hence, linear models
may be sufficient for this task.

5 DISCUSSION
5.0.1 Effectiveness of embedded rationale features. Figure 5 shows
human annotated rationale features adds separability into the em-
bedded feature space for the IMDB Large dataset. We used t-SNE
[15] to map embedding space into a 2D space. We can observe that
document features shows that the embedded reviews are hard to
separate visually however, the rationale’s have good visual separa-
tion in this space; Hence, document + rationale feature shows
that after a linear combination of document and rationale features,
the samples in the dataset are visually separable again.

5.0.2 Effectiveness of the attention model. Next, we present exam-
ples that illustrate what RALSA is learning from the supervised
attention architecture. For example, in a positive movie review un-
seen by RALSA, the three sentences with top attention weights are
"the cast is excellent throughout, and , rather than singling out
anybody , kudos are due to the fine ensemble acting,...", "...the beau-
ties of the armpit area ,or Ronald Reagan, the script never seems
to run out of hilarious invention." and "...but really the point is
that the foot-massage master hasn’t got a monopoly on plot twists
and fast, funny, irreverent lines..." (attention in bold). Several
of these model-generated attention sentences overlap with the hu-
man annotation, but there are also some phrases which are not
found in original human-provided rationale’s, for example: "...is
the essential family state - and you better learn to love it.". These
observations empirically imply that RALSA is not only able to learn
from rationale’s syntax but also rationale’s semantics.
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Figure 3: Rationale-based Active Learning with Linear model. RALM refers to Rationale based active learning with Linear
model, LM refers to Linear model, uncertain refers to uncertainty sampling and random refers to random sampling. The
methods RALM and LM are described in Section 3.3.

Figure 4: Rationale-based Active Learning with Supervised Attention experiments. RALSA and AN methods are described
in Section 3.4. RALSA refers to Rationale based active learning with Supervised Attention, AN refers to Attention neural
networks, uncertain refers to uncertainty sampling and random refers to random sampling. The methods RALSA and AN are
described in Section 3.4.

Table 2: The performance comparison among RALSA, AN, RALM and LM experiments using uncertainity sampling. In the
Table, D refers to dataset and M refers to the method. We have simulated the active learning process on each dataset and
method and reported the AUC at 5%, 10%, 20%, 50% and 90% of training labels.

D/M IMDB Large IMDB Small INSURANCE TREC QA

<5%, 10%, 20%, 50%, 90%> <5%, 10%, 20%, 50%, 90%> <5%, 10%, 20%, 50%, 90%> <5%, 10%, 20%, 50%, 90%>

RALSA <91.2, 91.6, 94.1, 95.2, 95.4> <80.8, 81.8, 83.7, 92.1, 94.2> <78.7, 78.9, 77.6, 79.2, 84.4> <74.7, 75.4, 79.9, 86.9, 89.9>
AN <90.5, 90.7, 93.6, 94.5, 94.9> <71.6, 71.6, 73.8, 83.1, 82.5> <44.8, 44.8, 46.3, 69.7, 73.9> <50.2, 52.1, 56.1, 79.4, 84.7>

RALM <59.2, 80.2, 83.5, 89.7, 91.1> <62.7, 66.8, 75.5, 81.1, 84.5> <57.7, 71.4, 74.7, 80.8, 82.3> <73.6, 76.6, 82.6, 93.2, 95.7>
LM <58.3, 75.1, 77.7, 85.7, 88.8> <47.5, 61.1, 63.7, 74.2, 80.2> <69.5, 73.9, 77.9, 81.7, 83.5> <74.4, 76.6, 82.6, 92.7, 96.2>

Figure 5: TSNE plot visualizing various feature represen-
tations. These visualizations are from IMDB Small dataset
(movie reviews) where + (green) refers to positive movie re-
view and - (red) refers to negative movie review.

6 CONCLUSION AND FUTUREWORK
In this work, we have proposed a novel algorithms, rationale-based
active learning with supervised attention (RALSA) which encode
human annotation as a light-weighted supervised attention mecha-
nism to the underlying neural network. Our approach is consistent
with the requirements of a active learning setting where the model
has to be retrained often and fast. We also rigorously tested them
across multiple datasets with different domains. RALSA achieves
best results in 3 out of the 4 datasets, and the linear version RALM
is very competitive in the remaining one. We have created 3 new
rationale-based labeled datasets that will be shared with the human-
in-the-loop community (there are very few in existence prior to
this work).

Those results point to future explorations of attention-based
rationale approaches to other linguistic tasks , designing attention
mechanism with more complex language model architectures and
to explore other AL query strategies.
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